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1 Introduction

Our institute is involved in several Grid research projects (DemoGrid, JiniGrid)
in Hungary with international cooperation with CERN and other European
partners. We are open for cooperation with further institutes. A full professor,
2 associate professors, sevearal assistant professors and PhD and MSc. stu-
dents are involved. The group has 15 years research background in design and
implementation of parallel and distributed programs.

2 Main topics of our research

One of our primary concern of research activity is design methodology of parallel
and distributed programs. We developed a formal model for speci�cation and
veri�cation of parallel an distributed programs in a Unity-like way [2, 4]. Our
main concern of recent research is how to design and implement e�eciently
algorithms for PC clusters and for Grid. We have investigated the applicability
of PC clusters with terabyte disk-servers for data-intensive parallel computing.
For example we used parallel elementwise processing as our testcase [3].We have
searched for the optimal value for parameters of the algorithm running on our
hardware environment.

We investigate the suitability of programming language elements (especially
elements of functional programming languages) and communication libraries.
The performance of several communication frameworks has been tested by us,
such as C/PVM, C/MPI, Distributed Haskell and socket interface in C. On
large inputs with heavy operations our implementations showed considerable
speedups.

We investigated the applicability of the Object Request Broker (ORB) midlle-
wares in Grid environment. We develooped a �exible approach of extensible
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ORB. Our model of Pluggable Semantic Elements (PSE) allows the user to im-
plement and arbritarily combine the well-de�ned functional components of the
invocation semantics.

We are interested in the structure of the Grid middleware (EDG, Globus,
etc.). Applications on the Grid need di�erent types of resources. Such resources
are CPU, memory, network bandwidth and secondary storage. The grid mid-
dleware tries to allocate resources to applications in a way that results can be
computed as fast and as e�ciently as possible.

Our main focus is on the secondary storage, on data access. Many appli-
cations read and write large �les[6]. Often these �les are not available on the
computing element where the application runs. An optimal strategy for data
access may depend on the kind of the application.

We introduced the concept of data access patterns. The description of the
data access pattern of an application should provide su�cient amount and qual-
ity of information for the resource broker and the replica manager to determine
an optimal data access strategy for the application.

We have examined those kinds of information that can make up data access
patterns and proposed a resource consumption speci�cation language that can
form the basis of an extension to EDG JDL. We have also proposed a framework
for separating pure computational and distributed resource access aspects of an
application. In this framework an extensible library of grid interaction patterns
can be developed.

We suggest data access patterns be either speci�ed by a programmer or, in
case of parameter-sweep applications, determined by a monitoring grid middle-
ware tool. We have investigated several ways to add monitoring of data access
to an application.

We are interested in the application of mobile code in Grid environment. We
proposed the Certi�ed Proven Property Carrying Code architecture [5], which is
related to PCC (Proof Carrying Code). When an application or the middleware
allows to run a piece of code received via the net, the application or the middle-
ware may want to get guarantees that this piece of code does not harm: does not
use too much resources, does not read or modify data unauthorised, etc. PCC
and CPPCC [7] are techniques for providing such assurances. With PCC and
CPPCC, the code consumer speci�es safety requirements, which speci�es the
access conditions of parts of memory and/or how much of a resource is allowed
to use. The code producer must also provide a set of program properties and
an encoded proof packed together with the code transmitted, to certify that the
code really satis�es these conditions.
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