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Abstract
Over the past two decades, Scheme macros have evolved into a powerful API for the compiler front-end. Like Lisp macros, their predecessors, Scheme macros expand source programs into a small core language; unlike Lisp systems, Scheme macro expanders preserve many desirable properties, including lexical scope and source location. Using such macros, Scheme programmers now routinely develop the ultimate abstraction: embedded domain-specific programming languages.

Unfortunately, Scheme programming environments provide little support for macro development. This lack makes it difficult for programmers to debug their macros and for novices to study the behavior of macros. In response, we have developed a stepping debugger specialized to the concerns of macro expansion. It presents the macro expansion process as a linear rewriting sequence of annotated terms; it graphically illustrates the binding structure of the program as expansion reveals it; and it adapts to the programmer's level of abstraction, hiding details of syntactic forms that the programmer considers built-in.

1. The Power of Macros
Modern programming languages support a variety of abstraction mechanisms: higher-order functions or delegates, class systems, expressive type systems, module systems, and many more. With these, programmers can develop code for reuse; establish simple points of control for a piece of functionality; decouple distinct components and work on them separately. As Paul Hudak [21] has argued, however, “the ultimate abstraction is a . . . language.”

The ideal programming language should allow programmers to develop, encapsulate, and reuse entire sub-languages.

The Lisp and Scheme family of languages empower programmers to do just that. Through macros, they offer the programmer the ability to define new forms of expressions and definitions with custom behavior. These syntactic abstractions may introduce new binding positions, perform analyses on their subterms, and change the context of their subexpressions. Because macros provide a uniform mechanism for extending the definition and expression forms of the language, programmers can mix language extensions freely. Because macros are part of the language, they respect the language’s other abstraction mechanisms and avoid many of the problems associated with preprocessors and program generators. As some Scheme implementers have put it, macros have become a true API to the front-end of the compiler.

If attached to an expressive language [9] macros suffice to implement many general-purpose abstraction mechanisms as libraries. For example, programmers have used macros to extend Scheme with constructs for pattern matching [36], relations in the spirit of Prolog [8, 30, 18, 23], extensible looping constructs [7, 29], class systems [27, 1, 17] and component systems [34, 14, 5], among others. In addition, programmers have also used macros to handle metaprogramming tasks traditionally implemented outside the language using preprocessors or special compilers: Owens et al. [26] have added a parser generator library to Scheme; Sarkar et al. [28] have created an infrastructure for expressing nano-compiler passes; and Herman and Meunier [20] have used macros to improve the static analysis of Scheme programs. As a result, implementations of Scheme such as PLT Scheme [13] have a core of a dozen or so syntactic constructs but appear to implement a language the size of Common Lisp [32].

To support these increasingly ambitious applications, macro systems had to evolve, too. True syntactic abstractions are indistinguishable from features directly supported by the implementation’s compiler or interpreter. In Lisp systems, macros are compile-time functions over program fragments, usually plain S-expressions. Unfortunately, these simplistic macros don’t really define abstractions. For example, because Lisp macros manipulate variables by name alone, references they introduce can be captured by bindings in the context of the macro’s use. This tangling of scopes reveals implementation details instead of encapsulating them. In response, researchers developed the notions of macro hygiene [24], referential transparency [3, 6], and phase separation [12] and implemented macro systems guaranteeing those properties. Now macros manipulate program representations that carry information about lexical scope; affecting scope takes deliberate effort and becomes a part of the macro’s specification.

Given the power of macros and the degree to which Scheme programmers benefit from them, it is astonishing that no Scheme implementation offers solid debugging support for macros. The result is that programmers routinely ask on Scheme mailing lists about unforeseen effects and subtle errors arising from a faulty or incomplete understanding of macros. While experts always love to come to their aid, these questions demonstrate the need for software tools that help programmers explore their macro programs.

In this paper, we present the first macro stepper for Scheme, hoping to help programmers develop powerful abstractions and explore macros. In the next section we discuss the properties of macro programming that inform the design of our debugger, and in the subsequent sections we discuss the implementation of the stepper.

Note: A preliminary version of this work appeared at the Scheme workshop, which publishes its proceedings as a technical report.
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2. Design Considerations for a Macro Debugger

A debugger must be tailored to the language it debugs. Debugging a logic program is fundamentally different from debugging assembly code. Most importantly, a debugger should reflect the programmer's mental model of the language. This model determines what information the debugger displays as well as how the programmer accesses it. It determines whether the programmer inspects unification variable bindings or memory locations and whether the programmer explores a tree-shaped logical derivation or steps through statements.

Following this analysis, the design of our debugger for macros is based on three principles of Scheme macros:

1. Macros are rewriting rules.
2. Macros respect lexical scoping.
3. Macros define layered abstractions.

The rest of this section elaborates these three principles of Scheme macros and explains how they influence the design of our debugger.

2.1 Macros Are Rewriting Rules

Intuitively, macro definitions are rewriting rules, and macro expansion is the process of applying these rules to the program until all of the macros have been eliminated. The expander does not rewrite terms freely. Rather, the base language provides a set of primitive forms, and expansion occurs only in primitive contexts. For example, \texttt{lambda} is a primitive form, and expansion occurs in the body of a \texttt{lambda} expression, but not in its formal parameter list. The final program contains only the primitive forms of the language.

The notation programmers use to express the rewriting rules varies among different Lisp and Scheme implementations. Lisp macros are generally written as procedures using Lisp's quasiquotation facility. The current Scheme report (R\textsuperscript{5}RS) \cite{22} defines a pattern-based macro facility called \texttt{syntax-rules}. Many Scheme implementations also allow programmers to write macros using arbitrary transformer procedures; drafts of the next Scheme report \cite{31} describe such a facility called \texttt{syntax-case}\cite{6}.

A macro definition in R\textsuperscript{5}RS Scheme has the following form:

\begin{verbatim}
(define-syntax macro
  (syntax-rules (literal · · ·)
    [pattern_1 template_1]
    · · ·
    [pattern_n template_n]))
\end{verbatim}

This definition directs the macro expander to replace any occurrences of terms matching one of the listed patterns with the corresponding template, substituting the occurrence's subterms for the pattern variables. The \texttt{literal}s determine which identifiers in the pattern are matched for equality rather than treated as pattern variables.

For example, here is a definition for a macro that helps a programmer protect shared resources. By using such a macro, the programmer ensures that the enclosed expression is only executed in the proper context: with the lock acquired. In addition, the programmer can be sure that the calls to acquire and release the lock are balanced.

\begin{verbatim}
;; (with-lock expr) acquires a lock, evaluates ;; the expression, and releases the lock. ;; The resulting value is the void value.
(define-syntax with-lock
  (syntax-rules ()
    [(with-lock body)
      (begin (acquire-the-lock)
        body
        (release-the-lock))]))
\end{verbatim}

When a programmer wraps an expression in a \texttt{with-lock} form, the macro expander inserts the calls to acquire and release the lock.\footnote{A more robust version would take exceptions and continuations into account, but this paper is not about Scheme control mechanisms.}

Given the macro definition above, macro expansion consists of scanning through a program searching for occurrences of \texttt{with-lock} to replace. For example, the following program contains one occurrence of the macro:

\begin{verbatim}
(define (print-items header items)
  (with-lock
    (begin (print header)
      (for-each print items))))
\end{verbatim}

The expander rewrites the program to the following:

\begin{verbatim}
(define (print-items header items)
  (begin (acquire-the-lock)
    (begin (print header)
      (for-each print items)
      (release-the-lock)))
\end{verbatim}

This term contains no occurrences of the macro: macro expansion is complete.

Our macro stepper shows the expansion process to the programmer as a sequence of rewriting steps. Each step consists of two program texts that differ by the application of a single macro rewriting rule. The stepper highlights the site of the rule's application. The tool's graphical user interface permits programmers to go back and forth in an expansion and also to skip to the beginning or end of the rewriting sequence. The ideas for this interface have been borrowed from the run-time stepper for PLT Scheme \cite{2, 25, 33}.

Here is the program from above in the macro stepper:
The final program displayed by the stepper is almost what one would expect from naively applying the rewrite rules, but some of the identifiers have a "1" suffix. These come from the macro system's lexical scoping mechanism. In this particular case, the marks do not affect the meaning of the program. The next section explains these marks in more detail.

2.2 Macros Respect Lexical Scoping

Scheme requires macro expansion to be hygienic—to respect lexical scoping according to the following two principles [3, 24]:

1. Free identifiers introduced by a macro are bound by the binding occurrence apparent at the site of the macro's definition.
2. Binding occurrences of identifiers introduced by the macro (not taken from the macro's arguments) bind only other identifiers introduced by the same macro transformation step.

The gist of these requirements is that macros act "like closures" at compile time. More generally speaking, macro definitions and macro uses are properly separated by an abstraction boundary. The meaning of a macro—the meaning of the variables and keywords in the macro's right-hand sides—can be determined from the macro definition's context alone; it does not depend on the context the macro is used in. Furthermore, if the macro creates a lexical binding for a variable whose name is given directly in the body of the macro, that binding does not interfere with expressions that the macro receives as arguments—unless the programmer explicitly programs such a violation using the hygiene-breaking features of a system such as the syntax-case system.

Thinking of macro expansion in terms of substitution provides additional insight into the problem and its solution. There are two conceptual occurrences of substitution and two kinds of capture to conceptualize. As we mentioned previously, the macro expander marks introduced identifiers indiscriminately, since it cannot predict which identifiers eventually become variable bindings. When a marked identifier does not occur inside of a binding of the same marked identifier, such as let:1, the mark is ignored: hence the let:1 above means the same thing as let. In contrast, the two references to r:1 occur inside of a binding for r:1, so they refer to that binding. Finally, the occurrence of the unmarked r is not captured by the binding of r:1; it refers to the formal parameter of nonzero?.

In the example from the last section, then, the marks on begin:1, acquire-the-lock:1, and release-the-lock:1 didn't affect the meanings of those identifiers.

Marks are a crucial part of Scheme's macro expansion process. Our macro debugger visually displays this scope information at every step. The display indicates with numeric suffixes from which macro expansion step every subterm originated.

Here is what the macro stepper displays for the expansion of nonzero?:

```
;;; (myor e1 ... eN) evaluates its subexpressions
;;; in order until one of them returns a non-false
;;; value. The result is that non-false value, or
;;; false if all evaluated to false.
(define-syntax nonzero?
 (syntax-rules ()
  [(myor e)
   [(myor e e ...)]
   (let [(r e1)]
     (if r r (myor e e ...)))])
)
```

...and here is a program that uses it:

```
(define (nonzero? r)
  (myor (negative? r) (positive? r)))
```

If macro expansion followed the naive rewriting process, the temporary variable r introduced by the macro would interfere with the reference to the formal parameter named r.

```
;;; NAIVE, CAUSES CAPTURE
(define (nonzero? r)
  (let [(r (negative? r))
        (r (positive? r))]
    (if r r (myor (negative? r) (positive? r))))
```

Instead, the macro expander marks every macro-introduced identifier with a timestamp. Using our notation for timestamps, the Scheme expander gives us this term:

```
(define (nonzero? r)
  (let:1 [(r:1 (negative? r))
          (r:1 (positive? r))]
    (if:1 r:1 r:1 (myor:1 (negative? r))))
```

The macro expander marks introduced identifiers indiscriminately, since it cannot predict which identifiers eventually become variable bindings. When a marked identifier does not occur inside of a binding of the same marked identifier, such as let:1, the mark is ignored: hence the let:1 above means the same thing as let.

---

\[\text{Note:}\]

The stepper also uses different text colors to display this information.

---

[2] The stepper also uses different text colors to display this information.
The introduced binding has a mark, and the mark matches the introduced references.

Recall that macro expansion gradually discovers the binding structure of the program. The discovery process occurs in two parts. When the macro expander sees a primitive binding form, it discovers the bindings of its bound variables. However, it does not yet know what matching occurrences of those identifiers constitute references to those bindings. Other intervening macros may introduce bindings of the same name. Only when the macro expander encounters a variable reference does the binding become definite.

The macro stepper displays its knowledge of the program’s binding structure through binding arrows, inspired by the arrows DrScheme’s Check Syntax tool [10]. When the macro expander uncovers a binding, the macro stepper draws a “tentative” binding arrow from the binding occurrence to every identifier that may possibly be bound by it. The stepper annotates tentative binding arrows with a “?” symbol at the bound end. When the macro expander resolves a variable to a definite binding, the arrow becomes “definite” and the question mark disappears.

Here is the next step in the expansion with some of the binding arrows shown:

Note that the references to the marked \( r:1 \) variables definitely belong to the binding of \( r:1 \), and the first reference to the unmarked \( r \) is definitely bound by the procedure’s formal parameter. The final occurrence of \( r \) is not definite because macro expansion is not finished with its enclosing term.

Stepping forward once more reveals the fully expanded program. Since all of the references have been uncovered by the macro expander, all of the binding arrows are definite:

To illustrate this point, consider the creation of an \( \textit{if-it} \) macro, a variant of \( \textit{if} \) that binds the variable named \( \textit{it} \) to the result of the test expression for the two branches:

\[
\text{(define-syntax (if-it1 stx)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)}
\]

\[
\text{(define-syntax (if-it2 stx)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)} \text{)}
\]

These two attempts at the macro are written in the \texttt{syntax-case} macro system [6, 31]. Their right-hand sides can contain Scheme code to perform the macro transformation, including syntax-manipulating procedures such as \texttt{datum->syntax-object} and binding forms such as \texttt{with-syntax}. These facilities offer the programmer explicit control over lexical scoping, necessary when “breaking hygiene” as the programmer intends with this macro.

One of these macro definitions achieves its purpose, and one does not. A Scheme novice taking a first step beyond basic macro programming cannot tell which one is correct, or perhaps can guess but cannot explain \textit{why}. A Scheme programmer equipped with the macro stepper can tell easily:

On the right, all four of the \( \textit{it} \) identifiers have the same marks, but on the left they do not.

The macro stepper also explains \texttt{datum->syntax-object} as a function that transfers the marks from its first argument to its second. That is, the occurrence of \( \textit{it} \) in \textit{if-it2}'s expansion is unmarked because the \textit{if-it2} keyword was unmarked. Thus the macro stepper helps reinforce and enhance the programmer’s mental model of hygienic macro expansion.

Note: PLT Scheme attaches additional properties to tokens and preserves them across expansion. The programmer can view those properties on demand.

### 2.3 Macros Define Layered Abstractions

Preprocessors and compilers translate from a source language to a target language. So do macros, but in a system with macros, there are many source languages and many target languages, depending on one’s perspective.

For example, PLT Scheme’s new trait library [15] is implemented as a macro that translates trait declarations to mixin declarations [16]. Mixins (classes parameterized over their superclass) have been part of PLT Scheme’s standard library for a long time—and they are implemented as macros in terms of “basic” Scheme. This “basic” language, however, is itself implemented using macros atop a smaller language kernel.

Such layers of linguistic abstraction are common in languages that support macros, and they demand special support from debug-
the expansion of any opaque macros, but if an occurrence of a macro
matches a rewrite rule the stepper treats that rewrite rule as a
primitive form that contains expansion contexts: the expression following
the match keyword and the right-hand side of each clause. With match
considered primitive, there is only one rewriting rule that applies to this
program. See the right-hand side of Fig. 1.

Now the programmer can concentrate on if-it2 in its original
context, without the distraction of irrelevant expansion steps. As
the screenshot shows, macro hiding does not interfere with the macro
stepper’s ability to determine the program’s binding structure.

In practice, a macro hiding policy is simply a predicate on macro
occurrences that determines whether to show or hide its details. In
principle, programmers control the macro hiding policy by
designating particular macros or groups of macros as opaque,
and that designation applies to all occurrences of a macro.

The policy editor lets programmers specify the opacity of
macros at two levels. The coarse level includes two broad classes of
macros: those belonging to the base language [13] and those
defined in standard libraries. These classes of macros correspond
to the “Hide mzscheme syntax” and “Hide library syntax” check-
b oxes. For finer control over the hiding policy, programmers can
override the designation of individual macros.

We could allow policies to contain more complicated provi-
sions, and we are still exploring mechanisms for specifying these
policies. We expect that time and user feedback will be necessary to
find the best ways of building policies. So far we have only dis-
covered two additional useful policies. The first hides a certain class of
macros that implement contract checking [11]. The second hides
the expansion of macros used in the right-hand sides of macro de-
definitions: for example, uses of syntax-rules and syntax-case,
which are actually macros. We have added support for these cases
in an ad hoc manner.

3. Previous offerings

Most Scheme implementations provide limited support for in-
specting macro expansion. Typically, this support consists of just
two procedures: expand and expand-once (sometimes called
macroexpand and macroexpand-1 [32]). Some implementations
also provide a procedure called expand-only.

When applied to a term, expand runs the macro expander
on the term to completion. It does not give the programmer access
to any intermediate steps of the expansion process. If expansion
aborts with an error, expand usually shows the faulty term, but
it does not show the term’s context. The second common tool,
expand-once, takes a term and, if it is a macro use, performs
a single macro transformation step. Since expand-once returns
only a simple term, it discards contextual information such as
the syntactic environment and even the place where the macro
expander left off. Finally, expand-only acts like expand but takes
as an extra argument the list of macros to expand. Macro hiding can be
seen as a generalization of expand-only.

Neither of these tools suffices for debugging complex macros.
In general, macro programmers need to debug both syntactic and
logical errors in their macros. Some macro bugs, such as using a
macro in a way that doesn’t match its rewriting rules, for example,
cause the macro expander to halt with an error message. Other bugs
pass through the expander undetected and result in a well-formed
program—but the wrong well-formed program.

Programmers using expand may catch syntactic bugs, but they
usually have a difficult time figuring out what sequence of trans-
formations produced the term that finally exposed the flaw. The
error raised by expand only reports the faulty term itself, not the
context the term occurs in. Furthermore, expand races past logical
errors; it is up to the programmer to decipher the fully-expanded
code and deduce at what point the expansion diverged from the ex-

---

3 For example, a macro that clones one of its subexpressions or inspects the
structure of a subexpression is not well-behaved.
pected path. While expand-only has some of the virtues of macro hiding, it has the same flaws as expand.

Using expand-once, on the other hand, leads the programmer through expansion step by step—but only for the root term. Thus expand-once is useless for finding errors that occur within non-trivial contexts. Such errors can occur in macros that depend on bindings introduced by other macros.

Implementing a better set of debugging tools than expand and expand-once is surprisingly difficult. It is impossible to apply many techniques that work well in run-time debugging. For example, any attempt to preprocess the program to attach debugging information or insert debugging statements fails for two reasons: first, until parsing and macro expansion happens, the syntactic structure of the tree is unknown; second, because macros can inspect their arguments, annotations or modifications are likely to change the result of the expansion process [35].

These limitations imply that a proper debugger for macros cannot be built atop the simplistic tools exposed to Scheme programmers. Implementing the macro stepper requires cooperation with the macro expander itself.

4. Implementation

The structure of our macro debugger is like the structure of a compiler: it has a front end that sits between the user and the intermediate representation (IR), a “middle end” or optimizer that performs advantageous transformations on the intermediate representation, and a back end that connects the intermediate representation to the program execution. While information in a compiler flows from the front end to the back end, information in a debugger starts at the back end and flows to the front end. The debugger’s back end monitors the execution of the program; the front end displays the symbolic steps to the user. When present, the debugger’s middle end is responsible for “optimizing” the IR for user comprehension.

In the macro stepper, the back end is connected to the macro expander, which we have instrumented to emit events that describe three aspects of the process: its progress, the intermediate terms, and the choices of fresh names and marks. The back end parses this stream of events into a structure that represents the call-tree of the expander functions for the expansion of the program. This structure serves as the macro stepper’s intermediate representation. The middle end traverses the tree, hiding extraneous details. Finally, the front end turns the tree representation into a sequence of rewriting steps.

In this section we discuss the implementation of the macro stepper for a representative subset of Scheme. We show the instrumentation of the macro expander and we define parser that reconstructs the expander call tree. We describe how the macro hiding algorithm—the middle end—transforms the IR tree by detecting the contexts of hidden macros. Finally, we describe how the front end turns the IR into the rewriting sequences shown in Sect. 2.

4.1 The Macro Expander

The macro expander is implemented as a set of mutually recursive functions. PLT Scheme uses the syntax-case algorithm [6] for macro expansion, and we describe our implementation in the context of that algorithm, but our implementation strategy applies in principle to all Scheme macro expanders.

Figure 2 lists pseudocode for expand-term, the main expander function. Figure 3 provides definitions of some of the primitive expander functions; they recursively call expand-term on their subterms, as needed.

The expand-term function distinguishes macro applications, primitive syntax, and variable references with a combination of pattern matching on the structure of the term and environment lookup of the leading keyword.

Macro uses are handled according to the transformation rules associated with the macro. First, the expander creates a fresh mark and stamps it on the given term. Second, it transforms the term using the macro’s transformation rules. Finally, it applies the mark again, canceling out marks on subterms of the original term. Naturally, the expander recurs on the result to eliminate macros in the resulting term. The self-cancelling marking is an efficient implementation of timestamps due to Dybvig et al. [6].

Primitive forms are handled by calling the primitive expander function associated with the keyword. The initial environment maps the name of each primitive (such as lambda) to its primitive expander (expand-primitive-lambda). When the primitive expander returns, expansion of that term is complete.
expand-term(term, env) =
emit-event(Visit, term)
case term of
  (kw . _) where lookup(resolve(kw), env) = ("macro", rules)
  => emit-event(EnterMacro)
  let M = fresh-mark
  let termM = mark(term, M)
  emit-event(Mark(M))
  let term2M = transform(rules, termM)
  let term2 = mark(term2M, M)
  emit-event(ExitMacro(term2))
  return expand-term(term2, env)
  (kw . _) where lookup(resolve(kw), env) = ("primitive", expander)
  => let term2 = expander(term, env)
  emit-event(Return(term2))
  return term2
id where lookup(resolve(id), env) = "variable"
  => emit-event(Variable)
  emit-event(Return(term))
  return term2
else => emit-event(Error)
  raise syntax error

4.2 Instrumenting the Expander

The shaded code in Fig. 2 and Fig. 3 represents our additions to the expander to emit debugging events.

The calls to emit-event send events through a private channel of communication to the macro stepper. The events carry data about the state of the macro expander. Figure 4 shows the event variants and the types of data they contain.

A Visit event indicates the beginning of an expansion step, and it contains the term being expanded. Likewise, the expansion of every term ends with a Return event that carries the expanded term.

The EnterMacro and ExitMacro events surround macro transformations. The Mark event carries the fresh mark for that transformation step, and the ExitMacro event carries the term produced by the transformation. The macro-handling case of expand-term does not include a Return event because the expander has not completed expansion of that term.

For every primitive, such as if, there is an event (PrimIf) that indicates that the macro expander is in the process of expanding that kind of primitive form. Primitives that create and apply renamings to terms send Rename events containing the fresh symbols that the bound names are renamed to.

4.3 Reconstruction

The back end of the macro stepper listens to the low-level events emitted by the instrumented macro expander and parses the sequence into a tree-structured intermediate representation. The kinds of events in the stream determine the variants of the tree’s nodes, and the nodes’ slots contain the data carried by the events.

Figure 5 lists the variants of the IR tree datatype. There is one variant for each primitive syntactic form plus one variant for a macro rewriting step. Every variant in the tree datatype starts with two fields that contain the initial term and final term for

expand-prim-lambda(term, env) =
emit-event(PrimLambda)
case term of
  (kw formals body) where formals is a list of identifiers
  => let newvars = freshnames(formals)
  let env2 = extend-env(env, newvars, "variable")
  let body2 = rename(body, formals, newvars)
  emit-event(Rename(newvars))
  let body3 = expand-term(body2, env2)
  return (kw formals2 body3)
  else => emit-event(Error)
  raise syntax error
expand-prim-if(term, env) =
emit-event(PrimIf)
case term of
  (if test-term then-term else-term) => let test-term2 = expand-term(test-term, env)
  let then-term2 = expand-term(then-term, env)
  let else-term2 = expand-term(else-term, env)
  return (kw test-term2 then-term2 else-term2)
  else => emit-event(Error)
  raise syntax error
expand-primitive-let-syntax(term, env)
emit-event(PrimLetSyntax)
case term of
  (kw ([lhs rhs] ...) body) where each lhs is a distinct identifier
  and each rhs is a valid transformer
  => let lhss = (lhs ...)
  let rhss = (rhs ...)
  let newvars = freshnames(lhss)
  let env2 = extend-env(env, newvars, rhss)
  let body2 = rename(body, lhss, newvars)
  emit-event(Rename(newvars))
  let body3 = expand-term(body2, env2)
  return expand-term(body2, env2)
  else => emit-event(Error)
  raise syntax error
expand-primitive-application(term, env)
emit-event(PrimApp)
case term of
  (app . subterms) => let subterms2 = for t in subterms:
  expand-term(t, env)
  return subterms2
  else => emit-event(Error)
  raise syntax error

Figure 2. Expansion function

Figure 3. Expansion functions for primitives and macros
we then transform the grammar to handle incomplete event streams and construct wrapped IR trees accordingly.

4.4 Macro Hiding

Once the back end has created an IR structure, the macro stepper processes it with the user-specified macro hiding policy to get a new IR tree. Because the user can change the policy many times during the debugging session, the macro stepper retains the original IR tree, so that updating the display involves only reprocessing the tree and re-running the front end.

We refer to the tree produced by applying the macro policy as the synthetic tree. The datatype of synthetic trees contains an additional variant of node that does not correspond to any primitive syntactic form. This node contains a list of subterm expansions, where each subterm expansion consists of a derivation structure and a path representing the context of the subterm in the node’s original syntax.

The macro hiding algorithm consists of two modes: hide and seek. In hide mode, the macro stepper recursively traverses the IR tree looking for macro-rewriting nodes to hide. In seek mode, the macro stepper is traversing the tree corresponding to a hidden macro’s expansion, looking for subtrees corresponding to terms that existed in the macro occurrence. The algorithm is parameterized over the hiding policy.

More specifically, the hiding function consumes an IR tree. If it is a macro node and the policy says to hide the macro, the stepper switches to seek mode with the macro node’s subtree and the macro expression. Seek mode returns a list of subtrees, and the stepper replaces the original macro node with a synthetic node containing the subtrees.

If the node encountered in hiding mode is not a hidden macro, it simply recurs on the node’s subtrees, updating the final term with any changes in the subtrees: for example, when a macro in a λ body is hidden, the final form of the λ term changes also.

In seek mode, the macro stepper is looking for expansion subtrees for terms that occurred in the original macro expression. The existence of such a subtree implies that the subterm occupied an expansion context of the hidden macro. When the stepper finds these subtrees, it switches back to hiding mode for the subtree, then pairs the resulting synthetic tree with the context of the hidden macro expression that it occurred in.

When in seek mode, the debugger also collects renaming steps performed by the primitive binding forms. It updates the original macro expression with the renaming step and adds the renaming step into the subtree list. This allows the front end to find bindings and draw binding arrows correctly even when the primitive binding form isn’t visible in the macro stepper.

As a side benefit, macro hiding enables the stepper to detect a common beginner mistake: putting multiple copies of an input expression in the macro’s output. If macro hiding produces a list of paths with duplicates (or more generally, with overlapping paths), the stepper warns the programmer of the potential error.

4.5 Front End

Once macro hiding has produced an IR tree adjusted to the program’s level of abstraction, the macro stepper’s front end translates the tree into a sequence of rewriting steps. This sequence is displayed by the macro stepper’s graphical user interface. Each step contains the program before expansion and the program after expansion, along with a context specification that indicates where the step takes place. In addition, the data representation for a rewrite step records the bindings and references known at the time of the rewriting step. The macro stepper uses this information to draw the binding arrows.
When the front end encounters a macro node in its traversal of the IR tree, it creates a rewriting step and adds it to the sequence generated by the macro node’s continuation subtree. The step contains the program term before and after applying the macro. The front end constructs the second program term by inserting the macro’s result term into the inherited program context.

When the front end encounters a primitive node in the IR tree, it generally recurs on the subtrees of the primitive node, extending the expansion context and threading through the program term and binding information. The subsequences from all of the node’s subtrees are appended together.

The resulting rewriting sequence also stores information about the known bindings and references. Whenever the front end encounters a binding node—LambdaNode, LetSyntaxNode, or SyntheticNode containing renaming steps—it adds the bound occurrences to the accumulator for known bindings. Likewise, when it encounters a variable node or macro node, it adds the variable or macro keyword to the list of known references. Synthetic nodes do not directly add to the list of references; instead, they contain variable or macro nodes in their list of subterm expansion trees.

5. Experience

We have implemented a macro stepper for PLT Scheme following the design presented in this paper. The actual macro stepper handles the full PLT Scheme language, including modules, procedural macro transformers and their accompanying phase separation [12], source location tracking, and user-defined syntax properties. The macro stepper also handles additional powerful operations available to macro transformers such as performing local expansion and lifting expressions to top-level definitions.

The full language poses additional complications to the macro hiding algorithm. For example, PLT Scheme partially expands the contents of a block (the body of a letrec term, for example) to expose internal definitions, then transforms the block into a letrec expression and finishes handling the block by expanding the intermediate letrec expression. Advanced operations available to macro writers cause similar problems. In most cases the macro stepper is able to cleanly adapt the macro hiding algorithm; in a few cases the macro stepper compromises.

The macro stepper is available in the standard distribution of PLT Scheme. Macro programmers have been using it since its first release via nightly builds, and their practical experience confirms that it is an extremely useful tool. It has found use in illustrating macro expansion principles on small example programs, occasion-
per elaborates away the constructs that give programs their structure.

The macro stepper even assisted its own development as its first major application. We naturally implemented the grammar transformation for handling errors via macros, and our first attempt produced incorrect references to generated nonterminal names—a kind of lexical scoping bug. Fortunately, we were able to use a primitive version of the macro stepper to debug the grammar macros.
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